My camera can see through fences: A deep learning
approach for image de-fencing
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Data fusion using sparsity based regularization

To build an effecient semi-
automated system for the detection
and removal of fence like occlu-
sions from images/videos using
deep learning and sparsity based
regularizer.

We propose to model the image af-
fected by fences as

Y — OmeX + Ny,

where y.  represents the mth frame
of the video, O,,, is the binary fence

mask corresponding to mth frame,
W,,, is the warp matrix, x denotes
the de-fenced image and n,, is the
noise assumed as Gaussian.

Detection using CNN

Convolutional neural networks |1}
can be effectively trained to recog-
nize objects directly from their im-
ages with robustness to scale, shape,
angle, noise etc. Hence, we are mo-
tivated to investigate the utility of
CNNs for the task of fence detec-
tion. The overall architecture of the
proposed convolutional neural net-
work is described in the following
figure.
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Dataset for training of the proposed
CNN architecture consists of 4000
positive and 8000 negative exam-
ples of fence texels. The weights of
the proposed CNN are trained by
the conventional back-propagation
method. The total number of learn-
able parameters in the proposed
CNN architecture is 6282. We have
chosen batch size as 50 and constant
learning rate a=0.5 throughout all
the layers. The trained CNN model
is used to classify the fence pixels
in the entire test image.
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The de-fenced image is the solution of the following
constrained optimization problem

1
arg min D> N ym = OmWax |15 +p [ d |3

m=1

sit. d =Vx

where p is the number of frames chosen from the video
and p 1s the regularization parameter. We employ the
split Bregman iterative framework since the above op-
timization is a combination of both [1 and [2 terms
hence it 1s difficult to solve.
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arg min _ Z |y, — OmWox |3
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where A is the shrinkage parameter. The iterates to
solve the above equation are as

1 p
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Qualitative comparison of the performance of the
method in [2| with the proposed algorithm on our
dataset.

Our Database NRT Database [2]
Method Precision | Recall | F-measure | Precision | Recall | F-measure
Park et al. [2] 0.94 0.26 0.41 0.95 0.46 0.62
Proposed method 0.84 0.96 0.89 0.94 0.96 0.95
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We can now split the above problem into two sub-

problems as
Sub Problem 1:

BRI
x" ] = arg min 7 Z |y, — 0, W,,,x" |2

m=1
A
+5 [1d" = Vx" +b" I3
This sub-problem is solved by a gradient descent

method.
Sub Problem 2:

A
@] = argming || d [+ || 4 — Vx4 bE 3

The above sub-problem can be solved by applying the
shrinkage operator as follows

A
A"t = shrink(Vx"Tt + b =)
1

Vxktl 4 pk

A
Sl = + max(] Vx"t1 + b | ==, 0)
I

B | VxF+T 4 b |

The update for b is as bt = Vxktl 1% —d* Tt We
tune the parameters p, A to obtain the best estimate
of the de-fenced image.
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Qualitative comparison of the pe
method in 2| with the proposed algorithm on PSU
NRT dataset.

A summary of the quantitative evaluation of the fence
detection method of [2| and the proposed algorithm is
given in Table.
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(a) (b) (c)

(a) Frame chosen from a video. (b) De-fenced image
using proposed algorithm with wrongly estimated
motion between frames. (c) De-fenced image obtained
using proposed algorithm with accurately estimated
metien varaogg Eavmes.
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Comparison result with an existing video-based image
de-fencing technique in |3|.

detection.
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(a), (c) are frames chosen from videos. (b), (d) are cor-
responding de-fenced image obtained using proposed

(a)

algorithm.

N

T N
. SN A N -
Py a Ll —1 ;'%-‘} :: i
SO
AN ";” « M

The proposed de-fencing algorithm failed to restore the
occluded images if there are any errors in motion esti-
mation between the frames.
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e We have proposed an automated CNN based framework for fence

e To validate its accuracy we present a new challenging fenced image

dataset consisting of 200 images.

image.

e The split Bregman optimization approach was to obtain the de-fenced

e Our results for both synthetic and real-world data show the superi-
ority of the proposed algorithm over the state-of-the-art techniques.



