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Non‐uniform Sampling in EPR – optimizing data 
acquisition for HYSCORE spectroscopy 

K. Kanth,a Y. A. Tesiram,a I. M. Brereton,a M. Mobli*a and J. R. Harmer*a 

 

Non-uniform sampling combined with maximum entropy 
reconstruction is a powerful technique used in multi-
dimensional NMR spectroscopy to reduce sample 
measurement time. We adapted this technique to the pulse 
EPR experiment Hyperfine Sublevel Correlation (HYSCORE) 
and show that experimental times can be shortened by 
approximately an order of magnitude as compared to 
conventional linear sampling with negligible loss of 
information. 

The experimental time required to record a multi-dimensional NMR or 

EPR spectrum is directly proportional to the number of points sampled 

in the indirect dimensions. In many two-dimensional (2D) pulse EPR 

experiments, such as HYSCORE1 (Fig. 1) or 2D DQ EPR,2 data is collected 

with constant time spacing and point-by-point along both dimensions 

by recording the electron spin echo intensity at the end of the pulse 

sequence. Thus both dimensions of the experiment are indirect 

dimensions, i.e. an FID is not recorded along any dimension. This 

means that a significant amount of time is needed to carry out many 

2D pulse EPR experiments, and 3D experiments are essentially 

unfeasible. 

The same problem exists in multi-dimensional NMR experiments. For 

example 3D NMR experiments typically have two indirect dimensions 

and the measurement time with a linear sampling scheme limits the 

sensitivity and resolution of the data that can be collected in a 

reasonable time. To overcome this limitation the method of non-

uniform sampling (NUS) combined with methods of spectrum re-

construction have been developed to a high level of 

sophistication.3,4,5,6 

So far, this approach has not been applied to multi-dimensional pulse 

EPR experiments. In this contribution, we present an analysis of two 

sets of NUS HYSCORE data their spectrum reconstruction using a 

maximum entropy (MaxEnt)7 algorithm, and characterise the potential 

time savings and advantages of the method. 

Measurement time in HYSCORE studies is typically a limiting factor, 

particularly as the experiment needs to be repeated with different  

values to avoid supressing peaks from the -dependent spectral blind 

spots, and is often carried out on a paramagnetic centre with a broad 

field-sweep EPR spectrum so that a set of HYSCORE measurements are 

required at different field positions B0 to determine the interactions, 

e.g. the relative orientation and principal values of the hyperfine and 

nuclear quadrupole couplings from magnetic nuclei coupled to the 

electron spin. 

 
Fig. 1: Hyperfine sublevel correlation (HYSCORE) pulse sequence, the time domain 

matrix  is  collected as Y(t1,t2)  for a  fixed  . For an  S = 1/2  spin  the experiment 

correlates nuclear frequencies in the two electron spin manifolds, yielding cross‐

peaks symmetric to the diagonal  in the frequency domain spectrum. Unwanted 

blind spots occur at blind = n/; n = 0, 1, 2, …  

We will use two distinctly different sets of HYSCORE data in our 

analysis, one recorded at X-band (9.7822 GHz) and reporting on the 1H 

couplings to the paramagnetic [2Fe-2S]+ cluster in palustrisredoxin-B 

(PuxB) from Rhodopseudomonas palustris CGA009 PuR,8 and the 

second recorded at Q-band (35.309 GHz) and reporting on the three 
14N couplings from the stable aminyl radical metal complex 

[Rh(trop2N)(bipy)]OTf¯ in THF-acetone9. These data are shown in Fig. 2 

and 4, respectively. The time-domain data (Fig. 2A1 and 4A1) were 

acquired with linear sampling and with a spectral bandwidth (1/T) 

sufficient to avoid peak aliasing. The corresponding absolute-value 

frequency spectra shown in Fig. 2A2 and 4A2 were computed from a 

2D discrete Fourier transformation (DFT) of the time-domain data after 

a baseline correction to remove the unmodulated contributions, 

apodisation with a Gaussian window, and zero filling to 1024 points. 
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The signal-to-noise ratios (SNR) are SNR ~ 70 ([2Fe-2S]+) and SNR ~ 40 

([Rh(trop2N)(bipy)]). 

 
Fig. 2: X‐band (9.7822 GHz) HYSCORE data recorded at 15K from the paramagnetic 

[2Fe‐2S]+ cluster with an S = 1/2  spin  from palustrisredoxin‐B  (PuxB).8  (A1)  full  time‐

domain  matrix,  350    350  points  sampled  linearly  with  T  =  12  ns  and  (A2)  the 
corresponding DFT  spectrum  showing  the  1H  region. The dash  lines  in A1  shows  the 

length of the time trace required to maintain the maximum spectral resolution  in the 

DFT spectrum. (B1) NUS scheme computed from eq. (3) where 5% of the full time‐domain 

data matrix  is retained, and (B2) the corresponding absolute value MaxEnt spectrum. 

(C1) diagonally weighted exponential NUS scheme computed from eq. (4) using 5% of 

the  full  linearly  sampled  (LS)  time‐domain  data matrix,  and  (C2)  the  corresponding 

absolute value MaxEnt spectrum. 

Our aim is to determine the minimum number of time–domain data 

points that are required to faithfully reconstruct the frequency spectra 

shown in Fig. 2A2 and 4A2. To investigate this we will re-sample the 

time-domain data matrix (Fig. 2A1 and 4A1) according to a NUS 

schedule, and use a MaxEnt algorithm to reconstruct the frequency 

spectrum. 

Our NUS schedule was computed according to an exponentially 

decaying sample density with sampled points distributed as 10 

ݓ
 ൌ ∏ exp	ሺെܽݐ,


 ሻ,  (1) 

where parameters ak are rate constants in the kth dimension and need 

to be well chosen. Along a dimension the rank of each time point is 

ܰ ൌ ܴ
ଵ/௪,  (2) 

where R is a random number between 0 to 1. For the case of HYSCORE, the 

ak parameters are the same in both dimensions, so the NUS matrix Ncr is 

ܰ ൌ ܴ
ଵ/ ୣ୶୮൫ି௧భ,൯ୣ୶୮	ሺି௧మ,ೝሻ  (3) 

This NUS scheme provides a random and exponentially decaying 

density of points and it has been extensively tested on NMR data 

where the parameters ak are optimally adjusted in relation to the 

transverse relaxation times T2* (usually around 1.5T2*).4 For HYSCORE 

an optimal a value can be adjusted relative to the decay of the electron 

spin echo envelope modulation (ESEEM) resulting from evolution of 

the nuclear coherences– the wanted information giving rise to cross-

peaks in the HYSCORE experiment (see Fig. 3). 

 
Fig. 3: Decay of the ESEEM trace. Shown is one baseline corrected time trace from 

the X‐band  (9.7822 GHz) HYSCORE data  recorded  from  the paramagnetic  [2Fe‐2S]+ 

cluster. The dotted lines show the decay of the ESEEM, 1/TESEEM ≈ 1/ (1300 ns). 

Once a rank for each point in the HYSCORE time-domain matrix has 

been computed using eq. (3), we constructed NUS HYSCORE data 

matrixes at various cut-off levels where e.g. 5% of the full number of 

experimental data points was retained. These sparse NUS HYSCORE 

matrices were then baseline corrected (using the same procedure as 

for the DFT) and imputed into the MaxEnt algorithm implemented in 

the Rowland NMR toolkit, with reconstruction parameters chosen as 

previously described11,12 and a frequency domain spectrum 

computed. The minimum number of NUS points required for the 

reconstruction was determined by comparing the MaxEnt spectra to 

the DFT spectrum from the LS data and looking for spectral artefacts 

and missing peaks. 

Depicted in Fig. 2B1 for the [2Fe-2S]+ cluster is data employing a NUS 

scheme that retains only 5% (6125 points) of the LS 350  350 point 

data matrix, and Fig. 2B2 shows the corresponding 1H region of the 

frequency domain spectrum computed using the MaxEnt algorithm. A 

comparison of the spectrum B2 with A2 in Fig. 2 shows that the same 

information is contained in both spectra, but with peaks in the MaxEnt 

spectrum being slightly sharper. This is a known feature of the MaxEnt 

reconstruction algorithm13 which scales the signals non-linearly such 

that weaker signal components are scaled more towards zero than 

large components, thus suppressing the tails of broad peaks.  This also 

provides a bias towards false negatives (missing peaks) rather than 

false positives (added peaks), i.e. weak but real peaks are more likely to 

be indistinguishable from noise rather than false peaks added.  
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The decay rate of the sampling density depicted Fig. 2B1 was found 

to be optimal, and was computed with a decay rate consistent with 

the decay rate of the ESEEM of the HYSCORE time traces, 1/TESEEM ≈ 

1/ (1300 ns), see Fig. 3. Reducing the NUS points to less than 5% of the 

full HYSCORE matrix starts to deteriorate the quality of the 

reconstructed spectrum. Figure S1-3 shows additional results for 10% 

and 20% sampling levels and a selection of decay rates a in eq. 3. 

To provide a meaningful quantification of the time saving using NUS 

as compared to the conventional linear sampling scheme, the 

minimum required number of points of the LS data matrix (Fig. 2A1) 

needs to be defined. This was achieved by removing end points from 

the matrix, calculating the DFT spectrum, and examining peak 

linewidths. This process showed that at least 60% of the data is 

required to maintain the original resolution, or a LS 271  271 matrix 

(73,441 points). This region is depicted in Fig. 2A1 with the dashed 

lines which intersects the t1/t2 axis at 3.3 s. Comparing the minimum 

number of LS points to the minimum number of NUS points shows 

that the experimental time is reduced to 6125 / 73,441 = 8.3% of the 

linear sampling scheme. In terms of instrument time, the 271  271 

point experiment took 80 minutes to complete, and the NUS time 

would be 6.6 minutes. 

In addition to the NUS of eq. 3, we investigated a NUS scheme 

emphasising the importance of signal along the diagonal (t1 = t2) 

which is where the nuclear coherence echo encoding the cross-peak 

information is strongest (refocused) in the weak coupling regime†.  

ܰ ൌ ܴ
ଵ/ ୣ୶୮൫௧భ,൯ୣ୶୮	ሺ௧మ,ೝሻexp	ሺܽᇱ൫ݐଵ, െ  ଶ,൯ሻ  (4)ݐ

This NUS scheme is shown in Fig. 2C1 and the MaxEnt spectrum in 

Fig. 2C2, and as for the NUS scheme of eq. 3, around 5% of the 

350  350 data matrix was needed, demonstrating results are not 

critically dependent upon the choice of these two sampling schedules. 

Fig. 4 shows a second HYSCORE example from [Rh(trop2N)(bipy)]OTf¯, 

and it exhibits a very different distribution of peaks in the frequency 

domain as compared to the previous example, and with a lower 

SN ~ 40. In Fig. 4A1 the LS time-domain matrix comprising 175  175 

points is displayed, and Fig. 4A2 the corresponding DFT spectrum. In 

this case the frequency resolution was deteriorated if the LS data was 

truncated to 150  150 points; 1502 points are thus required to retain 

peak linewidths that are not lifetime broadened. 

Fig. 4B1 shows an optimal NUS scheme calculated from eq. 3 and 

employing 10% of the original 175  175 data points with a sampling 

density rate matched to the decay of the ESEEM, 1/TESEEM ≈ 1/(700 ns). 

Fig. 4-B2 shows the corresponding MaxEnt frequency spectrum. This 

NUS scheme and MaxEnt reconstruction faithfully reproduces the 

positions of all peaks in the uniformly sampled DFT spectrum, but 

exhibits narrower linewidths due to the non-linear scaling of the 

MaxEnt algorithm. Reducing the number of NUS points below 10% 

started to deteriorate the spectrum quality and consequently in this 

example we require ca. 14% (3063 points) of the data points of an 

optimized LS matrix (22500 points) to faithfully represent the 

frequency spectrum. In terms of instrument time, the 150  150 point 

experiment took 60 minutes to complete, and the NUS time would be 

8.2 minutes. 

 
Fig.  4:  Q‐band  (35.309  GHz)  HYSCORE  data  recorded  at  25K  from  the  complex 

[Rh(trop2N)(bipy)]OTfˉ, spin S = 1/2.9  (A1)  full  time‐domain matrix, 175  175 points 
sampled linearly with T = 8 ns and (A2) the corresponding DFT spectrum showing 14N 

signals  from  three  nuclei.  The  dash  lines  in A1  shows  the  length  of  the  time  traces 

required to maintain the maximum spectral resolution  in the DFT spectrum. (B1) NUS 

scheme computed from eq. (3) using 10% of the full LS time‐domain data, and (B2) the 

corresponding absolute value MaxEnt spectrum. 

Conclusions 

NUS in combination with spectral reconstruction algorithms such as 

MaxEnt is an accepted and developed method in multi-dimensional 

NMR spectroscopy. We have shown that this computation approach 

can be adapted to pulse EPR data for the case of HYSCORE 

spectroscopy, and that the experimental time can be shortened to 

<15% of the time required using a conventional linear sampling 

scheme. For the analysis we employed NUS utilising a pseudo-random 

exponentially decaying sample density with the optimal decay rate 

determined relative to the decay rate of the ESEEM. The ESEEM decay 

rate can be quickly and conveniently measured from 1 trace of a 

HYSCORE experiment before the NUS HYSCORE schedule is defined. 

We investigated a second NUS scheme were points along the diagonal 

are emphasised since this is where the nuclear coherence echo is 

refocused for nuclei weakly coupled to the electron spin. Both NUS 

schemes yielded similar results. 

The reconstruction of the frequency domain spectrum from the NUS 

time domain data was achieved with the Maximum entropy (MaxEnt) 

algorithms using the implementation in the Rowland NMR toolkit11,12. 
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The maximum entropy algorithm makes no assumptions about the 

nature of the signals, and is thus well suited to HYSCORE data where 

peak shapes cannot be assumed to be e.g. Lorentzian as is required in 

methods such as linear prediction. Regardless of the reconstruction 

method employed, the limit of any reconstruction algorithm is to 

distinguish weak peaks from the noise while ensuring that noise is not 

identified as real peaks. This is a particularly important consideration 

for HYSCORE data, where peak intensities (characterised by the 

modulation depths) are a complicated function of the hyperfine, 

nuclear quadrupole and nuclear Zeeman interactions14 and as such 

signal intensities from different nuclei coupled to the electron spin 

vary significantly. For this data type, initial results presented here 

demonstrate that the MaxEnt algorithm is able to handle this intensity 

variation and accurately reproduce peaks without introducing 

spectral artefacts. MaxEnt uses entropy as a regularizer to yield a 

smooth spectrum which is consistent with the experimental data.13 

The smoothing is non-linear with weaker peaks being scaled down 

more that stronger peaks. As applied to HYSCORE data this produces 

peaks and ridges having narrower linewidths as compared to the DFT 

spectrum. The non-linear property of MaxEnt is in many respects 

advantageous as peaks in the computed frequency spectrum can be 

trusted; weak real peaks are more likely to be buried in the noise rather 

than noise appearing as false peaks (an additional feature of HYSCORE 

helping to identify real peaks is that cross-peaks symmetric to the 

diagonal should appear in the spectrum, i.e. (, ) and (, )). 

It has been shown that the reconstruction quality depends critically on 

using a NUS employing random sampling and to a much lesser extent 

on the reconstruction methods. In addition to MaxEnt, other methods 

applicable to NUS HYSCORE data include forward MaxEnt,15 

compressed sensing,16 iterative thresholding,17,18 nonunifrom DFT19 

and multi-dimensional decomposition.20 

As shown here, the use of NUS sampling enables the HYSCORE 

experimental time to be significantly shortened, by around an order of 

magnitude as compared to a linear sampling scheme. This is a very 

important reduction, as many B0 field values, defining sets of 

orientations of the paramagnetic centre with respect to the B0, are 

typically required and at each B0 setting HYSCORE data with several  

values should be collected to ensure peaks are not suppressed 

(HYSCORE sequences to supress the tau dependence have been 

developed21 but have the disadvantage of being less sensitive). As a 

result a comprehensive HYSCORE study is typically constrained by 

measurement time. Take the [2Fe-2S]+ study for example, the EPR 

spectrum is 450 MHz wide at X-band,8 and ideally around 10 HYSCORE 

B0 positions should be chosen (a typical t/2 = 16 ns pulse has a 38 MHz 

excitation profile (f.w.h.h.)), with 3 -values per B0 position, a total of 30 

experiments taking ca. 40 hours to complete. Using NUS this time 

would be reduced to ca. 3.3 hours. 

In cases where the sample is weak (e.g. metalloenzyme study), 

measuring just a single HYSCORE is problematic and can take 12-24 

hours. In these cases NUS could be used to increase signal averaging 

by a factor of 10, amounting to a SN increase of 3.2. The time savings 

using NUS further enables the possibility to extend HYSCORE 

experiments into a 3rd dimension by varying , thus providing a 

dimension which correlates peaks to their hyperfine coupling.14  

This work was supported by the Australian Research Council (MM-

FT110100925, JRH-FT120100421) and the UQ Summer Student 
Scholarship scheme (KK). 
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